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**Introduction:**

Facial recognition technologies (FRTs) are a tool that have become more and more prominent over the years. They have slowly begun to play a role in the everyday life of an average person. From unlocking an iPhone to being used as evidence in a criminal justice case, FRTs are everywhere. FRTs are the set of digital tools that perform tasks on human faces through the use of images and/or videos. These tasks include, but are not limited to: face detection, face attribute classification/estimation, face verification, and face identification. Likely the most common example of an FRT is unlocking one’s phone. In this scenario, each time you attempt to unlock your screen, your phone’s camera will project and analyze the features of your face and match it to the stored data it’s familiar with to authenticate the user. Ideally, this technology works 100% of the time regardless of the subjects’ appearance. However FRTs are not flawless yet. There are numerous ethical concerns over racial biases, privacy implications, and the broad concept of liability. In this report, we’ll be going over why these ethical concerns have arisen and recommendations for what we think can be done to improve FRTs moving forward.

**Technical Details:**

In general, facial recognition works by identifying and measuring certain facial features in an input image, also known as a query image. Then, depending on which of the aforementioned uses was chosen, the machine outputs a decision on if a match or certain feature appeared in the query image. The query image can come in many different image data types. These image data types include: single images, video sequences, views from multiple cameras, and three-dimensional data. Due to the proprietary nature of the technologies themselves, most FRTs don’t function exactly the same. However, the majority of FRTs generally follow four broad steps when performing their duties, these steps are usually referred to as: capture and detection, enrollment, comparison, and matching decision.

To be used in an FRT, a face must be photographed or videographed so that it appears as one of the previously mentioned image data types. Once this query image is captured and a face is detected, the facial recognition system then analyzes this query image. It starts off by mapping and reading face geometry by identifying facial landmarks that are key to distinguishing a face from other objects. The system then converts this face data into a numerical format called a template or faceprint. The facial recognition technology typically looks at the following facial attributes when making a faceprint: distance between the eyes, distance from the forehead to the chin, distance between the nose and mouth, depth of the eye sockets, and shape of the cheekbones. Once the query image is transformed into a faceprint, there are two primary uses of this image data. The first of these uses is to build a gallery of people to be recognized. This process of recording visual information about an individual for the use in a gallery is called enrollment. The second major use of such photos is at the time of recognition, when the FRT is trying to identify or verify a person. The machine does this by comparing the query faceprint to the built gallery.

Once a faceprint has been extracted from a query image, the process of comparison then proceeds. The two main types of comparison that an FRT can perform are face verification, and face identification. In face verification, also known as one-to-one comparison, the goal is to confirm the identity of a certain query image by comparing the query faceprint to an existing faceprint of the expected individual. In this case the individual makes a claim about who they are and the task of the system is to verify this claim. The goal of face verification is to decide if two images show the same person (match) or two different people (mismatch). In face identification, also known as one-to-many comparison, the goal is to match an identity to given a face, without the expectation of who that person is. This process is done by comparing the query faceprint to

every individual faceprint in the set of faceprints in the gallery. When two faceprints are compared by a machine, a similarity score may be computed to represent the similarity of the two faceprints.

After the comparison has taken place the final step of the facial recognition process can take place, the matching decision. To decipher between match and mismatch, a certain score threshold must be set. Any scores above the threshold correspond to a match, and those below to a mismatch. Typically, one must make a compromise by setting a threshold which balances the number of false matches and false mismatches. During facial verification, when comparing a new query faceprint to an expected existing faceprint of the same individual, a similarity score is computed. Depending on the set threshold, the machine will either label the query image as a match or mismatch. During facial identification, when comparing a query faceprint to an entire gallery, one of three things can happen: no matches, one match, or multiple matches. In the event of multiple matches, an additional procedure will need to confirm the correct match, or decide that no correct matches are present. This job is usually left to a human to make the final decision.

**Ethical Concern #1: Racial Bias:**

While facial recognition technology does have many benefits, it does have its drawbacks. Unfortunately facial recognition technology has demonstrated a flaw that verifies faces of caucasian people with a higher precision than people of color. In his article *Report Finds Racial Bias in Facial Recognition Technology*, Jeff Stone writes, “According to the study, facial recognition systems are 5-10% less accurate when trying to identify blacks than when analyzing the facial images of white adults on the system.” This is especially concerning considering facial recognition systems are used in sectors of society such as law enforcement, travel, and even healthcare. Moreover, this bias is further compounding a discriminatory issue that has been negatively affecting people of color for decades. However, it is important to note that this doesn’t mean that the developers or the technology itself is racist. Rather, disparities may arise unintentionally as a result of designing the algorithm itself, lack of diversity in training data, and prioritizing certain facial features over others. The facial features that the algorithm analyzes tend to be distinguished more easily by fair skinned faces rather than darker toned faces. This includes features such as the shape of a person’s eyes, width of their nose, and the size of the person’s mouth or chin.

**Recommendation #1: Racial Bias:**

However there are new methods being developed attempting to eliminate the presence of racial bias in FRTs. Researchers are beginning to expand their datasets and stretch the domain of facial characteristics and racial features their technology is utilizing in its analysis. A recent report from the European Union News said that this research has led to a 1% improvement in reducing racial bias and has increased the accuracy of facial recognition across all ethnicities. While the disparity of 5-10% still hasn’t been closed, it’s important that we begin to address the issue and eliminate the bias in the technology we use. Eventually we should hope facial recognition technology becomes less dependent on race by focusing more on identifying features of a person’s face instead of relying on certain racial characteristics of the images as the algorithms currently do.

Another way to begin fixing racial bias in facial recognition technology is to ensure that the algorithms used by the technology are trained on a diverse dataset. This means using a dataset that includes a wide range of individuals from different racial and ethnic backgrounds, as well as a variety of ages and genders. By training the algorithms on a diverse dataset, we can help to ensure that the technology is able to recognize individuals from all backgrounds equally well. Next, another important step would be to regularly evaluate and test the accuracy of facial recognition technology. This can help to identify any potential biases and allow organizations to take steps to address them. For example, if a particular facial recognition algorithm is found to be less accurate for individuals from certain racial or ethnic backgrounds, steps can be taken to improve its performance for those groups.

Furthermore it’s important to have diversity and inclusion policies in place within companies that use facial recognition technology. This can help to ensure that the technology is being used in a fair and unbiased manner, and that individuals from all backgrounds are included and treated equally. To extend this point it’s crucial to involve individuals from diverse backgrounds in the development and implementation of facial recognition technology. By having a diverse team working on the technology, we can help to ensure that the technology is designed and used in a way that is fair and unbiased. Until these changes have been implemented and bias has been completely eliminated from facial recognition technology it’s important that law enforcement avoids using facial recognition technology altogether. It would be incredibly dangerous and ignorant to compound a discriminatory issue that has been affecting people for so many years. This can lead to individuals being unfairly targeted by law enforcement and even put at risk of wrongful arrest. By addressing the issue of racial bias, law enforcement agencies can help to ensure that the technology is used in a responsible and ethical manner.

**Ethical Concern #2: Privacy Concerns:**

One of the biggest existing ethical criticisms of FRTs are the broad privacy concerns that they bring to the individuals subject to their use. Privacy infringements have become one of the general public’s main concerns with FRTs, mainly due to a lack of transparency in how information is stored and managed. Furthermore, the most prevalent and scrutinized privacy implication of facial recognition technology is the use of the technology to identify individuals without their consent, this includes using applications such as real-time public surveillance or through databases that are not lawfully constructed. Without proper consent, FRTs take away the reassurance of being able to move and act freely without the fear of constantly being watched and surveilled. The use of databases that were constructed without the consent of the individuals in them is prevalent throughout the field of facial recognition, two of the most famous examples of this phenomenon are the MegaFace database, and the Clearview AI database.

The MegaFace database is one of, if not the most famous examples of the use of facial recognition without the informed consent of the individuals present in the database. MegaFace was a research project created in 2015 by two computer science professors at the University of Washington; Ira Kemelamcher-Schlizerman, Steve Seitz, and their graduate students. This database contained nearly 700,000 images scraped from the old social media platform Flickr. However, none of the people who appear in the MegaFace database were informed that their images would be used. In 2015 and 2016, the University of Washington held an event known as the “MegaFace challenge” in which the university promoted the use of the dataset to test up-incoming FRTs. Over these two years, it has been estimated that over 300 research groups worked with the database, with notable citations coming from Amazon, Mitsubishi Electric, and Phillips. It is important to note that despite the overall positive nature of the challenge, some companies such as SenseTime and NtechLab have been criticized for the way their algorithms have been implemented to perform unethical forms of surveillance.

The next, and one of the most recent examples of the use of facial recognition without the informed consent of the individuals present in the database, is the Clearview AI database. Clearview AI, which is self-described as the “world's largest facial network,” allows its customers to compare facial image data to over 10 billion images scraped from the internet. However, this database includes facial image data of a “substantial number” of UK citizens without these people's knowledge or consent. These images were scraped primarily from social media sites such as Facebook and Instagram. Furthermore, people who asked for their image data to be removed from the database often couldn’t proceed with their request due to Clearview asking them for additional personal information in order to meet their request.

**Recommendations #2: Privacy Concerns:**

Although individual privacy concerns such as the lack of informed consent are prevalent throughout the field of facial recognition, there are a few similar existing solutions that are being tried to combat this problem. These solutions primarily take the form of legislation, two examples of legislation used to combat the use of unethical collection of data are the Biometric Information Privacy Act and the General Data Protection Regulation (GDPR). Both of these acts/regulations seek to hold companies accountable for unethical data collection by imposing fines and sanctions on companies who violate the outlined laws.

By law, most Americans in databases such as the MegaFace database described in the previous section, don’t need to be asked for permission to be used in facial recognition databases. However, Illinois has the Biometric Information Privacy Act, a 2008 measure that imposes penalties for using Illinoisians biometric data such as faceprints without their consent. In the MegaFace database, there were thousands of photos from residents of Illinois. It is important to note that the Biometric Information Privacy Act doesn’t cover photos, instead they protect biometric data such as faceprints, fingerprints, iris scans, etc. However, due to the “MegaFace Challenge'' their biometrics were processed by hundreds of companies when used as test data for their FRTs. Due to this clear violation, those individuals whose biometric data were used without their permission are entitled to $1,000 per use, and $5,000 per “reckless” use. The legislation has turned out to be effective as over 200 class-action lawsuits claiming companies have illegally used individuals’ biometrics have been filed in Illinois since 2015, including a $35 billion dollar lawsuit against Facebook. Recently, technology companies have been very cautious in states with biometric laws.

The next existing remedy to the lack of informed consent in facial recognition is the GDPR, the self-proclaimed “toughest” privacy and security law in the world. Although the GDPR was passed by the EU, it imposes obligations on organizations anywhere, given that they illegally collected data on individuals from the EU. In response to violators, the GDPR levies harsh fines against those who violate the privacy and security standards drafted in the bill. Under the GDPR companies can only process data from subjects if the subject gave the company “specific, unambiguous consent” to process the data. In the aforementioned Clearview AI example, Clearview AI failed to comply with the higher data standards set by the GDPR. This misuse of data of individuals from the UK has led to them receiving a 17 million pound fine. The GDPR has been very effective in forcing companies to think strategically regarding the use of consumer data. Furthermore, the risk of incurring hefty fines has made companies take privacy and security more seriously.

Although these current forms of legislation have been very effective in combating the lack of informed consent in FRTs, due to the fact that as of the first quarter of 2022 only 7 states have biometric privacy laws based on that of Illinois, the legislation is not enough to fully combat this lack of consent in facial recognition. Furthermore, in states that don’t have biometric privacy laws Americans in facial recognition databases don’t need to be asked for permission to be included in said databases. Thus, in order to fully combat this lack of consent and clear violation of citizens privacy, we must create a task force that would draft an act very similar to that of the Biometric Privacy Act in Illinois, but make it federally effective. By doing this the act would impose certain obligations on companies/businesses in every state, including obtaining consent before any collection and use of biometric data, forcing these companies to explicitly state how the biometric data will be used and stored, and lastly making these companies employ reasonable security measures to ensure the safety of ethically obtained biometric information.

**Ethical Concern #3: Liability:**

Among the ethical issues of FRTs, the issue of liability has been slowly rising to the surface. The topic has not been popularized yet as technology and the concept of AI are still being adopted by society. However, as more and more industries are putting FRTs into practice, judges and society as a whole are starting to find the need for setting boundaries in these gray areas. For example, the healthcare industry has been carefully implementing FRTs in its hospitals and their accompanying systems. However, one growing concern of the general public is a scenario where FRT diagnostic software advances to a point where it far exceeds the role of assisting physicians and replaces them entirely. Furthermore, without human oversight this could lead to a case where the algorithmic decision-making tool could make the wrong decision, which could be lethal in extreme cases. It is in this scenario where the ethical and legal questions arise asking which party is liable. Is the hospital at fault since the event took place in the hospital? Perhaps the physician should’ve been on the site? Or is the software company to blame for failing to prevent a malfunction in the code? What if the patient entered the wrong information, but the FRT wasn’t trained for the unforeseen case, and, therefore, gave the wrong diagnosis? All of these encapsulate the concern of liability that is created by FRTs in high-stakes sectors such as healthcare.

One unpopular opinion about the use of FRTs that usually goes unnoticed by society and the media is that companies can also be the victims of liability disputes. For instance, Illinois has recently passed the aforementioned Biometric Information Privacy Act, also known as BIPA. Under this state law, private entities cannot collect or store facial template data without first notifying the user/consumer. After notification, the private entities must acquire written consent from the user and disclose any relevant information, such as the purpose and intended usage of the data collection. BIPA also contains a private right of action provision that binds companies to compensate for any statutory damages at a minimum of $1,000 and up to $5,000. The problem here lies in how the Illinois Supreme Court made it easier for the plaintiffs to win a false accusation. This problem is exemplified by the fact that plaintiffs can pursue BIPA claims even if they did not suffer from any actual damages. An exemplary case would be the court case of Rogers v. BNSF. In this case, the plaintiff alleged that BNSF collected biometric data from the workers to confirm identity and access its facilities, but did not disclose the reason for data collection and retention. BNSF argued that they shouldn’t be responsible for the decisions made by a third-party contractor, but the judge took the plaintiff’s side nonetheless. As a result, BNSF had to pay $5,000 to nearly 45,600 workers, paying a total of $228 million. Of course, there may have been certain details that weren’t made available to the public regarding the court case to say that BNSF was entirely the victim. Nevertheless, we still do not have enough laws outlining the lawful and ethical uses of FRTs and biometric data collection. Furthermore, the existing laws are not encompassing enough to rule fairness for both parties - the users and the company.

**Recommendation #3: Liability:**

To solve this problem of liability disputes, the government should introduce more FRT-specific regulations. It is important to note that FRTs are a complicated and delicate technology that requires close study by expert-level knowledge holders. Hence, it would be unavoidable to work with companies when setting a technology-specific regulation, especially one that is as new as FRTs. Furthermore, the regulations and legislation may still have loopholes at times and may not sufficiently cover all areas. Nevertheless, these regulations will serve as official statements from the government and thus will hold powers and act as guidelines for the public to follow. With more precedents and attention brought by the media, people will become more aware of the areas to develop on and more familiar with cases that are gray and ethically challenging. Due to the rise of public awareness that regulation will bring, this will eventually lead to more answers on what needs to be done in future regulations and laws. Slowly, society will be able to set firmer boundaries and allocate liabilities more fairly.

Additionally, for the boundaries to be effective at their intended purpose, companies should be strictly forced to abide by the stated laws. As a starting point, companies can follow the BIPA and other similar laws like the Washington Privacy Act (WPA). Even though the companies may have to carry more liabilities as mentioned previously, it is also true that in the past companies have been more free of liabilities, exploiting the blind spots in current laws and the general public’s lack of professional and technical knowledge surrounding business laws. Hence, a process of recalibration is needed to reset this balance. Moreover, for future regulation to be able to allocate liabilities more reasonably, the currently set laws must be followed faithfully.

**Connections:**

The ethical concerns discussed above are not unique to FRTs only. Racial biases, for instance, could be found in other algorithmic decision-making systems, such as Twitter’s saliency algorithm. In 2021, Twitter introduced a new algorithm that automatically cropped images for its users. The way the image was cropped was through the use of a saliency algorithm. This algorithm worked by analyzing the uploaded image to select what was deemed ‘important’ and would therefore be centered in the cropped frame. However, soon after the algorithm was published, users found that the algorithm was inherently racially biased. For instance, if a user were to upload the faces of Mitch McConnell and Barack Obama in the same image, Twitter’s algorithm would judge McConnell’s face to be more salient in comparison to Barack's. Later, when experts ran more tests to confirm the issue, they found out that the biases not only persisted amongst the different races but in gender as well. The test results showed that between men and women, pictures of women were 8% more likely to be marked salient in comparison to their counterparts. For white and black individuals, the former individuals were 4% more likely to be scored higher in general, and white women, compared to black women, were 7% more likely to receive higher scores from the algorithm.

A similar pattern of ethical concerns were raised in the use of hiring algorithms as well. Hiring algorithms use past data to deduce the best job candidates for the company using the algorithm. In other words, if the company has displayed biases in its past hiring decisions, then the algorithm is likely to perpetuate these biases when selecting future candidates. As an example, Amazon’s hiring algorithm was biased against women despite its developer team’s best efforts to mitigate these biases. These biases were the cause of the past ratio of the gender of the hired job candidates being predominantly male. As a result, the algorithm automatically ruled the screening process in favor of men. The algorithmic decision-making system gave a lower score to the resume that held any hints of the candidate being a female, such as using words like him, women, her, etc. As such, one can easily come across algorithmic biases in the most mundane settings in today's society.

Lensa is an exemplary case of how data can be collected without consent and without these same people knowing how their privacies are being invaded. The algorithm-driven automated software prints a portrait of any users if they were to upload an image of themselves. Users praised the application for its unique and creative drawing style, except that it wasn't original. It turns out, the algorithm searched through its database to select various artists' works and copy the styles without notifying or acquiring consent. The application's trick was debunked because the algorithm wasn't sophisticated enough to cover the artists' signatures. Lauryn Ipusm, a professional illustrator and the victim of Lensa, said that the problem lies in not paying what is due, which includes consent, compensation, and credit. Nevertheless, the app developers never addressed the issue of copyright in their tweets, and users continued to incorporate the application in their video content.

Unfortunately, new ethical concerns from algorithmic decision-making systems are raised every day despite the best of intentions from developers. That is because much of our data contains biases and malintentions, and the algorithms only do what they are best at, learning from the past. With that said, perhaps algorithms aren't about automating services for convenience, but more about reflecting our past decisions.
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